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Report summary 

This report examines whether the Queensland public sector has policies and guidelines 
to effectively manage ethical risks associated with artificial intelligence (AI) systems. 
In this audit, we focused on policies the Department of Customer Services, Open Data and Small and 
Family Business (CDSB) has issued to guide the management of ethical risks with AI across the public 
sector. We also assessed how the Department of Transport and Main Roads (TMR), in collaboration with 
the Queensland Revenue Office (QRO) within Queensland Treasury, manages ethical risks and relevant 
mitigating controls of 2 AI systems it uses.  

• AI offers considerable opportunities for government to transform how it delivers services and how 
efficiently it operates. 

• Realising the benefits of AI requires public sector entities to effectively manage ethical risks and 
ensure AI use aligns with public sector values and community expectations.  

• While ethical risks are not new, AI’s advanced capabilities have increased them, making it important 
for entities to understand how AI systems work and apply suitable controls and oversight. 

• In September 2024, the Queensland Government introduced its AI governance policy to ensure 
entities establish governance arrangements and assess ethical risks for each AI system they use.  

• Individual entities are responsible for identifying and managing ethical risks with AI systems they 
operate. 

The Queensland Government’s AI governance framework is effectively designed to support 
entities with managing the ethical risks of AI systems, with some opportunities for improvement. 

• The AI governance policy and supporting materials align to national and international frameworks and 
provide a range of resources to assist entities in managing the ethical risks of AI. 

• CDSB, which is responsible for the policy, could strengthen its guidance on the application of ethical 
risk assessments to support a more consistent and effective application of the framework. 

CDSB needs to monitor whole-of-government AI usage and risks.   

• CDSB has limited visibility across the Queensland Government on AI use and emerging ethical risks. 
This affects its ability to assess how well entities manage these risks. 

• As entities continue to increase their use of AI, it will be important for CDSB to ensure risks are 
monitored and understood at the whole-of-government level. Monitoring can also inform decisions on 
whether a more coordinated response or additional support for entities is needed.  

TMR has not yet established department-wide policies or governance arrangements to 
consistently oversee ethical risks on AI systems.  

• TMR has not yet established department-wide AI governance or incorporated AI ethical risk 
management into its policies or existing information and communication technology governance. It has 
not assessed if existing arrangements align with the AI governance policy. 

• System-level governance has been established for the Mobile Phone and Seatbelt Technology 
(MPST) program, but not for the QChat system. 

   What is important to know about this audit? 
 

   What did we find? 
 

• • •• 
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TMR’s identification and management of ethical risks across its AI systems varies in 
effectiveness. 

• TMR has not yet undertaken dedicated ethical risk assessments for the MPST program or the QChat 
AI systems. While aspects of ethical risks have been identified through the existing risk assessment 
process, the department needs to apply a dedicated ethical risk assessment framework to ensure it 
identifies and manages all AI system risks.   

• The MPST program uses image recognition AI to detect driving offences. TMR has implemented 
controls, including human review, to support accuracy and reliability, privacy, and fairness, and to 
monitor its external vendor that manages the system.  

• TMR does not have adequate safeguards to manage ethical risks for QChat. It needs to establish 
suitable governance arrangements to manage risks, implement controls to monitor use, and develop a 
structured plan to educate its staff on using AI systems responsibly.  

• We make 2 recommendations to TMR to strengthen governance arrangements and risk assessment 
processes, enhance oversight of AI systems, and improve staff capability to use AI systems 
responsibly. 

• We make 4 recommendations to CDSB, focused on continuously improving the AI governance policy, 
monitoring whole-of-government risks and use of AI, enhancing the tools entities use to assess ethical 
risks, and supporting entities to better monitor QChat. 

• We make one recommendation to all entities to implement ethical risk assessment processes to better 
identify and manage ethical risks. 

 

   What do entities need to do? ~ ---

• •• • 
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1. Audit conclusions 
The Department of Customer Services, Open Data and Small and Family Business (CDSB) has designed 
an effective policy to guide the public sector’s ethical use of AI. The policy requires entities to develop 
entity-specific governance and is supported by evidence-based materials for entities to assess ethical 
risks. 

CDSB could improve the effectiveness of the policy by enhancing guidance to entities on the application 
of ethical risk assessments for AI systems. It also needs to determine how it will evaluate its AI 
governance policy and supporting tools to support their effective implementation and continuous 
improvement. 

CDSB needs a better understanding of how AI is being used across the Queensland public sector. This 
will help it identify and respond to risks at a whole-of-government level and ensure AI use is safe, secure, 
and reliable. While its approach and support to date has been appropriate, further support may be 
needed as the use of AI in the public sector continues to grow. Monitoring AI use will enable CDSB to 
provide targeted guidance and coordinate responses across government more effectively. 

The Department of Transport and Main Roads (TMR) is not effectively identifying and managing aspects 
of ethical risks associated with its Mobile Phone and Seatbelt Technology (MPST) image-recognition AI 
and the QChat generative AI system. 

TMR has considered some ethical risks for both systems, which were implemented before CDSB issued 
its AI governance policy. This policy has been in place for 12 months. TMR needs to perform full ethical 
risk assessments to determine whether its governance arrangements and mitigation strategies for these 
systems address risks effectively.  

The MPST program has implemented governance arrangements and risk mitigation strategies, including 
human review of potential offences, to support reliability, accuracy, and fairness. It needs to assess the 
completeness and effectiveness of these arrangements and mitigation strategies.  

TMR needs to perform an ethical risk assessment for QChat and establish monitoring controls. A more 
structured approach to training would enhance staff capability in the responsible use of AI systems. 

At a whole-of-department level, TMR needs to do more to ensure it assesses and manages ethical risks 
in a structured and consistent manner. It has taken initial steps, but lacks full visibility over AI systems in 
use. It has not yet established comprehensive department-wide governance arrangements to effectively 
oversee the ethical risks of AI systems. Strengthening its governance frameworks and implementing 
assurance mechanisms will support consistent and responsible management across the department. 

• • •• 
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2. Recommendations
We have developed the following recommendations for the Department of Customer Services, Open Data 
and Small and Family Business (CDSB) and the Department of Transport and Main Roads (TMR). We 
have also developed a recommendation for the benefit of all public sector entities. 

Chapter 4: Supporting the ethical use of artificial intelligence Entity response 

We recommend that the Department of Customer Services, Open Data and Small 
and Family Business: 

1. enhances its Foundational artificial intelligence risk assessment (FAIRA) and
supporting material by

• clarifying when and how often entities should use the FAIRA across the AI
life cycle, including retrospective application

• developing guidance for alternative risk assessments for lower-risk AI
systems

• clarifying key ethical principles that alternative frameworks should address
if entities choose not to use the FAIRA, aligned where possible with
national standards or leading practices in other jurisdictions

Agree 

2. supports continuous improvement by assessing the effectiveness of the AI
governance policy and supporting tools

Agree 

3. improves its understanding of AI system use and risks across the public
sector and develops risk-based advice to support entities in managing
higher-risk AI systems.

Agree 

Chapter 5: Managing ethical risks in 2 artificial intelligence systems Entity response 

We recommend that the Department of Transport and Main Roads: 

4. enhances its governance arrangements to support responsible use of AI by

• assessing and updating governance arrangements to ensure they are
suitable to manage ethical risks and align with the requirements of the
Queensland Government’s AI governance policy

• implementing appropriate assurance frameworks to ensure its AI
governance arrangements are effective at managing ethical risks, meet
required standards, and operate within its risk appetite

• improving visibility of AI systems to strengthen oversight of ethical risks
and controls

Agree 

• •• • 
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5. improves QChat’s controls to manage ethical risks more effectively by

• establishing monitoring activities to strengthen oversight and ensure
usage is appropriate

• developing a structured approach to enhance staff capability and promote
responsible use of AI systems through training and education.

Agree 

We recommend that the Department of Customer Services, Open Data and Small 
and Family Business: 

6. supports entities to better manage the risks associated with using generative
AI systems, such as QChat, by providing entities with access to content
safety information.

Agree 

We recommend all public sector entities: 

7. implement ethical risk assessment processes for AI systems in use or under
development to more comprehensively identify and manage ethical risks.

CDSB: Agree 
TMR: Agree 
Queensland 

Treasury: Agree 

Reference to comments 
In accordance with s. 64 of the Auditor-General Act 2009, we provided a copy of this report to relevant 
entities. In reaching our conclusions, we considered their views and represented them to the extent we 
deemed relevant and warranted. Any formal responses from the entities are at Appendix A. 

• • •• 
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3. Understanding artificial 
intelligence 
Artificial intelligence (AI) offers opportunities for the Queensland Government to achieve better social, 
economic, and environmental outcomes. It can help deliver these outcomes by enabling more targeted 
service delivery, improving operational efficiency, supporting evidence-based decision-making, and 
enhancing the government’s ability to respond to complex challenges.  

Realising the benefits of AI requires public sector entities to effectively manage ethical risks and ensure 
the way they use AI aligns with public sector values and community expectations. 

This chapter outlines what AI is, and the ethical risks involved. It also details how some Queensland 
Government entities are using AI and summarises the focus of our audit.  

What is AI? 
Artificial intelligence refers to computer systems that use inputs to produce outputs like predictions, 
content, recommendations, or decisions. These systems can simulate aspects of human intelligence by 
analysing large volumes of data, recognising patterns, and adapting their responses based on new 
information. This enables them to solve problems and perform functions that have traditionally relied on 
human involvement or judgement. 

The different types of AI  
AI is not a single technology, but a broad set of systems with different capabilities and uses. 
Understanding the different types of AI is important, because each is suited to different tasks and built 
using different techniques. AI systems can be narrow, designed to perform specific tasks, or general, able 
to be applied to a wide range of tasks.  

Some of the more common types of AI systems include: 

 

Generative AI – creates new content such as text, images, audio, or video by learning 
patterns from existing data. QChat and ChatGPT are examples of generative AI systems 
that also use natural language processing. 

 

Natural language processing – allows machines to understand, interpret, and generate 
human language in both written and spoken form. 

 

Computer vision – enables machines to interpret and respond to visual information such 
as images and video, mimicking aspects of human sight. 

 

Machine learning – enables systems to automatically learn from data and improve their 
performance over time without being explicitly programmed. Mobile Phone and Seatbelt 
Technology is an example of an AI system that uses machine learning and computer vision 
technology.  

To use AI responsibly, entities need to understand the different types of AI systems and how they 
function. This includes knowing what data the AI system uses, who can access the data, how it makes 
decisions, and how its outputs might impact people or services. 

• •• • 
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Examples of AI in the Queensland Government 
Queensland Government entities are at different stages of trialling and using AI systems. Figure 3A 
provides examples of AI projects across 4 entities. 

Figure 3A 
Examples of AI projects in the Queensland Government 

Queensland Police 
Service 

Department of 
Education 

Queensland Academy 
of Sport Queensland Health 

 
QFACE 

 
Corella 

 
YouFor2032 

 
Medical Scribing 

Trialling a computer vision 
system with facial recognition 

to cross-check images of 
possible offenders  

Trialling a generative AI tool to 
create learning experiences for 

students 

Using computer vision to 
analyse photos and videos for 
athletic talent for the Brisbane 
2032 Olympic and Paralympic 

Games 

Trialling a natural language 
processing system with speech 

recognition to scribe 
interactions between clinicians 

and patients 

Source: Compiled by the Queensland Audit Office. 

If AI is not used appropriately, it could raise ethical risks such as unfair results, unclear decisions, privacy 
concerns, and no clear person responsible when problems happen. If not managed, ethical risks can 
reduce public trust and affect people or communities. 

What are ethical risks of AI? 
While ethical risks themselves are not new, the use of AI and its capabilities has increased the ethical 
risks that entities need to manage. These risks include privacy and data security concerns; limited 
transparency; gaps in accountability; and outcomes that may be harmful, unfair, or unintended. 

Figure 3B provides examples of ethical risks across different types of AI. It is not an exhaustive list but 
aims to raise awareness and guide entities’ risk management when using different types of AI systems. 

Figure 3B 
Examples of ethical risks across different types of AI 

Source: Compiled by the Queensland Audit Office using information from the Digital NSW website; reports and 
journal articles on AI; and UNESCO publications. 

Artificial 
intelligence 

Machine learning 

Generative AI 

Computer vision 

Natural language 
processing 

 

Inaccurate or misleading content 

Overreliance on generated information 

Misinterpretation of user input or intent 
 

Generation of harmful language 

Unauthorised use of personal images 

Inaccurate image recognition 
 

Hidden bias in training data 

Lack of transparency in decision-making 

Examples of ethical risks Types of AI systems 

Disclosure of sensitive information 

• • •• 
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When understanding and managing the ethical risks of AI systems, public sector entities should consider 
the type of AI they are using, the context in which they apply it, and the possible effects on individuals or 
communities. This helps ensure they use the technology in a way that is fair, transparent, and 
accountable. 

Australia’s AI Ethics Principles 
The Australian Government has developed 8 AI Ethics Principles to support safe and ethical use of AI. 
These voluntary principles aim to promote the incorporation of ethical standards into the design, 
development, and implementation of AI.  

The Queensland Public Sector Ethics Act 1994 sets standards of integrity and accountability that guide 
how public servants make decisions. These values align with the Australian AI Ethics Principles, which 
focus on fairness, transparency, and accountability in the use of AI across government. Acting ethically is 
not a new obligation, but AI creates new contexts where these responsibilities must be applied. 

Figure 3C outlines Australia’s 8 AI Ethics Principles. 

Figure 3C 
Australia’s AI Ethics Principles 

 
Source: Australian Government, Department of Industry, Science and Resources.  

These principles provide a practical framework for identifying and managing the ethical risks with AI 
systems and can be adopted by both government entities and private businesses. When effectively 
applied, they help ensure AI is developed and used in a safe, transparent, reliable, and ethical way. 

Checklist for managing ethical risks in AI systems 
Appendix C provides a checklist of key questions for those charged with governance to consider when 
managing ethical risks related to AI.  

It is a practical tool to support entities in aligning their AI use with ethical standards and governance 
expectations. The checklist is adapted from the Queensland Government’s AI governance framework and 
draws on national AI assurance frameworks and guidelines. 

AI systems should 
benefit individuals, 
society, and the 
environment. 

Human, societal 
and environmental 

wellbeing 

AI systems should 
respect human rights, 
diversity, and the 
autonomy of individuals. 

Human-centred 
values 

AI systems should be 
inclusive and accessible, 
and should not result in 
unfair discrimination 
against individuals, 
communities, or groups. 

Fairness 

AI systems should 
respect and uphold 
privacy rights of 
individuals and ensure 
the protection of data. 

Privacy protection 
and security 

Throughout their life cycle, 
AI systems should reliably 
operate in accordance with 
their intended purpose. 

 

People should be able to 
challenge the outcome or 
use of AI systems when 
they significantly impact a 
person, community, group, 
or an environment.  

People responsible for AI 
systems should be 
identifiable and 
accountable for outcomes, 
with appropriate human 
oversight in place.  

Reliability and 
safety Contestability 

Entities should disclose 
when users are interacting 
with AI systems and 
ensure that the outcomes 
are explainable.  

Accountability Transparency and 
explainability 

• •• • 
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What did we audit? 
In this audit, we focused on the Department of Customer Services, Open Data and Small and Family 
Business’s policies and support provided to guide entities in managing the ethical risks with AI. It has a 
central role in providing guidance, coordination, and advice on risk management of AI across 
government. 

We also assessed how the Department of Transport and Main Roads, in collaboration with the 
Queensland Revenue Office within Queensland Treasury, evaluates and manages ethical risks of 2 AI 
systems it uses.  

These 2 AI systems are: 

• QChat – a generative AI virtual assistant the Queensland Government created for its employees. It is 
designed to assist with a variety of tasks, including summarising documents, brainstorming solutions, 
developing communications, and performing policy analysis.  

• Mobile Phone and Seatbelt Technology (MPST) – an image-recognition AI system used to detect 
possible mobile phone and seatbelt offences.  

We did not examine broader frameworks or controls in information communication and technology, 
procurement, project management practices, or risk management, other than the areas that relate to the 
ethical risk management of AI systems. However, the use of AI still needs to be integrated with these 
broader frameworks and controls to support consistent governance and risk management. 

• • •• 
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4. Supporting the ethical use of 
artificial intelligence 
Well-designed policies and governance frameworks support the state, and entities, to identify and 
manage ethical risks, while still obtaining potential benefits from AI. The uptake and use of AI is still new 
and evolving quickly. Governments, industries, and entities are still working out approaches to best 
manage the ethical risks with AI as the technology develops. 

This chapter examines the design of the AI governance policy and the support the Department of 
Customer Services, Open Data and Small and Family Business (CDSB) provides to help entities 
implement it. The AI governance policy is intended to ensure a consistent approach to managing ethical 
risks associated with AI. 

Queensland Government roles and responsibilities for AI 
systems 
CDSB sets policies on information and communication technology and data management for entities to 
follow. 

To be effective in its role, CDSB must ensure policies for the ethical use of AI are evidence-based, clear, 
and user-friendly. It should have a comprehensive understanding of how AI is used across the public 
sector and provide appropriate guidance and support to help entities identify and manage ethical risks. 

In September 2024, CDSB released the AI governance policy. We refer to this policy and other 
supporting materials and guidelines collectively as the ‘AI governance framework’.  

Appendix E includes a recent timeline of CDSB initiatives, and developments in AI policy and governance 
across Australia. 

The AI governance policy applies to: 

• Queensland Government departments, as defined by the Public Sector Act 2022 

• statutory bodies under the Financial and Performance Management Standard 2019 

• accountable officers in departments with delegated responsibility for other statutory bodies. 

While CDSB established and maintains the AI governance framework, those entities to which it applies 
are responsible for implementing and managing the risks specific to their AI systems. These entities must 
also ensure their AI systems and use align with other government policies and laws. Each entity remains 
accountable for the business, regulatory, or administrative decisions assisted by AI and must monitor the 
performance of its AI systems.  

In addition to these requirements, entities must also ensure their use of AI aligns with broader policies 
and frameworks for information and communication technology systems, as outlined in the Queensland 
Government Enterprise Architecture (QGEA). This covers areas such as privacy, security, data, and 
information management.  

• •• • 
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How effective is the design of Queensland’s AI 
governance framework to manage ethical risks? 
The AI governance framework is designed to support entities in establishing governance arrangements 
and assessing ethical risks for AI systems. Queensland is the first jurisdiction nationally to mandate public 
sector entity compliance with international standard ISO 38507 Information technology – Governance of 
IT – Governance implications of the use of artificial intelligence by organizations, which is considered 
international best practice. 

Figure 4A provides an overview of the AI governance framework, which requires consistent and 
evidence-based methods for assessing risk and key ethical issues like transparency, accountability, and 
fairness throughout the life of an AI system. 

Figure 4A 
Queensland Government’s AI governance framework

 
Source: Compiled by the Queensland Audit Office using information from the Queensland Government Enterprise 
Architecture (QGEA) Artificial intelligence directions. 

In designing the AI governance framework, CDSB considered different international AI frameworks and 
consulted with the Queensland Government AI Assurance Working Group and Queensland Government 
departments. This helped it to understand the guidance and support entities need and the risks that need 
to be managed. 

Improvements could make the framework more effective  
CDSB developed the Foundational artificial intelligence risk assessment (FAIRA) and its accompanying 
guideline to provide a structured and evidence-based approach for entities to evaluate ethical risks.  

The FAIRA is appropriately designed to apply consistent steps to understand what the AI does, the 
information it uses, and its outputs. 

Effective elements include: 

 

alignment with Australia’s 8 AI Ethics Principles – The FAIRA includes evaluating the ethical 
principles with suggested controls to support entities to respond to risks effectively. 

 

supporting clear communication of ethical risks to stakeholders – The FAIRA supports clear 
communication of ethical risks by encouraging involvement of diverse stakeholders and technical 
experts in the development and oversight of AI systems. 

 

highlighting potential impacts on vulnerable groups – The FAIRA encourages entities to assess 
the broader impacts of AI systems, including on the public and vulnerable groups, to support 
appropriate safeguards. 

AI governance policy requirements 

Foundational artificial 
intelligence risk assessment 

(FAIRA)  

Fact sheet: Use of generative AI 
in Queensland Government 

Supporting material 

For each AI solution, use a 
structured and evidence-based 
approach that incorporates an 
ethical framework to: 
• evaluate transparency and 

accountability 
• assess risks associated with 

AI systems. 
 

Assess ethical risks 

Implement ISO 38507 Information 
technology – Governance of IT – 
Governance implications of the 
use of artificial intelligence by 
organizations to: 
• maintain accountability 
• establish oversight body 
• consider AI objectives and 

design considerations 
• manage risks. 

Establish governance 

Guideline: Foundational artificial 
intelligence risk assessment  

• 
••• ·-· 

+ 

• •• 
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CDSB needs to strengthen guidance on ethical risk assessments  
CDSB recommends that entities initiate the FAIRA at the earliest opportunity and use it throughout the life 
cycle of the AI system. However, CDSB does not provide guidance on when and how often to apply the 
FAIRA, or whether it should be used retrospectively with AI systems implemented before the policy was 
released. Without timing guidance, entities may apply the FAIRA inconsistently or less frequently than 
CDSB intended. 

The National framework for the assurance of artificial intelligence in government, released in June 2024, 
recommends entities review risks when transitioning between key phases. These phases include design, 
model building, testing, deployment, and ongoing use or when major changes occur. Aligning use of the 
FAIRA with these phases and providing guidance on when to apply it within these phases would support 
more consistent implementation and strengthen risk management across the AI life cycle. 

Some entity feedback indicated the FAIRA may be too complex for low-risk AI systems. These entities 
suggested a more flexible risk assessment could improve efficiency while still being effective. Other 
jurisdictions in Australia use threshold tests that help entities scale their risk response. This approach 
may support entities in Queensland to manage ethical risks in a more efficient way. 

The AI governance policy lets entities choose to use their own ethical framework instead of using the 
FAIRA but does not suggest what that framework should include. Other jurisdictions require entities to 
adopt mandated ethical principles or consider the national principles when developing their own 
frameworks. As the technology continues to emerge, additional guidance on ethical frameworks will better 
support entities in developing their AI policies and managing ethical risks effectively.  

Recommendation 1 
We recommend that the Department of Customer Services, Open Data and Small and Family Business 
enhances its Foundational artificial intelligence risk assessment (FAIRA) and supporting material by: 
• clarifying when and how often entities should use the FAIRA across the AI life cycle, including retrospective 

application 

• developing guidance for alternative risk assessments for lower-risk AI systems  

• clarifying key ethical principles that alternative frameworks should address if entities choose not to use the 
FAIRA, aligned where possible with national standards or leading practices in other jurisdictions. 

Developing a policy evaluation plan 
Since introducing the AI governance policy in September 2024, CDSB has not developed a formal 
evaluation plan for it. While CDSB receives informal feedback and provides support to entities, it does not 
have enough information to fully assess whether the framework meets its objectives or supports ethical 
risk management. 

The Queensland Government’s performance management framework requires regular evaluation of 
policies to ensure their relevance and effectiveness. To meet this, CDSB should develop a plan to review 
the policy regularly, using updates to national frameworks and jurisdictional approaches to guide 
refinements. This approach will support CDSB to manage ethical risks, adapt to challenges, and align 
with evolving standards. 

Recommendation 2 
We recommend that the Department of Customer Services, Open Data and Small and Family Business supports 
continuous improvement by assessing the effectiveness of the AI governance policy and supporting tools. 

How effective is CDSB support for managing AI risk?  
In addition to the AI governance policy and guidance material, CDSB provides a range of support to help 
entities manage the ethical risks of AI and implement the AI governance policy effectively. These 
initiatives aim to build capability, promote consistency, and support ethical use of AI systems across the 
public sector. 

• •• • 
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CDSB currently provides a range of initiatives to assist entities in meeting the AI governance policy. This 
includes: 

 

coordinating a community of practice – A collaborative forum supports the safe and responsible 
use of AI by bringing together entities and experts to share insights, address governance challenges, 
and promote consistent policy application. 

 

developing occasional education, advice, and implementation support – CDSB delivers training 
workshops and provides advice to help entities understand and manage the ethical risks of AI 
systems.  

 

conducting some central assessments – CDSB conducts some central assessments to improve 
the efficiency of risk assessments of widely used tools by other entities, such as Microsoft’s Copilot 
and DeepSeek. 

Monitoring and responding to AI risks across government  
CDSB is responsible for developing information technology policy and advising government on related 
risks, which includes oversight of emerging technologies such as AI. However, it has limited visibility 
across the Queensland Government on how AI is being used and the types of risks that may be 
emerging.  

It collects information on departmental digital systems through a standard reporting process that informs 
whole-of-government planning. This process currently does not capture AI systems or related risks, as 
reporting requirements under the AI governance policy have not yet been finalised.  

At present there is no whole-of-government monitoring or oversight to understand how well risks are 
managed, identify gaps or good practices, inform AI policy development, and share learnings. This 
information would enable CDSB to focus its support, build public sector capability to better manage AI 
ethical risks, and improve outcomes across government. 

There are examples within the Queensland Government where whole-of-government oversight, risk 
monitoring, and coordination already exist. For instance, the Cyber Security Unit within CDSB undertakes 
a whole-of-government monitoring and reporting role for cyber security. This enables a coordinated 
approach for managing cyber risks across the public sector.  

Across Australia, jurisdictions use varied approaches to AI governance frameworks, whole-of-government 
strategies, and central oversight bodies that monitor higher-risk AI systems. Appendix D provides a 
summary of AI governance frameworks the different Australian states and territories have adopted to 
manage AI risk. 

In June 2025, CDSB released its Strategic Plan 2025-2029. One of its strategic objectives is to transform 
government services through cross-agency leadership. This includes leading a whole-of-government 
approach to AI and providing tools to support entities in using AI to improve productivity, service delivery, 
decision-making, and policy design.  

As use of AI grows, CDSB needs to consider how it can more systematically monitor risk and support 
agencies to use AI safely and consistently. This would align with CDSB’s strategic objective to lead the 
whole-of-government approach to AI. This could include engaging with entities more frequently for risks 
that require additional attention or support, which would help improve risk management and support 
better outcomes across government. 

Recommendation 3 
We recommend that the Department of Customer Services, Open Data and Small and Family Business improves 
its understanding of AI system use and risks across the public sector and develops risk-based advice to support 
entities in managing higher-risk AI systems. 

• 

i,:J 
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5. Managing ethical risks in 2 
artificial intelligence systems  
Managing ethical risks is an important part of using artificial intelligence (AI) responsibly in government 
services. Without strong governance, risk assessment processes, and effective mitigation strategies, AI 
systems may cause harm, reduce transparency, or erode public trust. This is particularly important where 
AI is used to support service delivery or decisions that affect the public. 

This chapter examines how effectively the Department of Transport and Main Roads (TMR) assesses 
and manages ethical risks associated with AI systems.  

It focuses on 3 key areas:  

• Governance structures – the systems and arrangements in place to oversee how ethical risks are 
managed. This includes the organisational structure, policies, and processes that set the rules, roles, 
and responsibilities to manage the use of artificial intelligence. 

• Ethical risk assessments – the processes used to identify and evaluate potential ethical risks in the 
design or use of AI systems. These assessments support agencies to understand where harm might 
occur and whether the system aligns with public values and legal obligations. 

• Mitigation strategies – the actions taken to reduce or manage identified risks. These can include 
system controls, human intervention, monitoring activities, or staff training. Effective strategies can 
prevent issues from arising or limit their impact if they do. 

We focused on 2 of TMR’s AI systems: QChat and the Mobile Phone and Seatbelt Technology (MPST) 
program. Figure 5A details key information and statistics on these AI systems. 

Figure 5A 
Key information and statistics on QChat and the MPST program 

 

Ethical risk 
considerations 

• Users ask inappropriate or 
unethical questions 

• Users mistakenly upload 
protected information 

• QChat provides 
inaccurate or misleading 
information to users 

• Inappropriate use of 
information for decision-
making 

•QChat is a generative AI 
(GenAI) virtual assistant 
 

• It can draft 
communications, review 
text, summarise 
information, and 
generate ideas 

 
•CDSB developed and 

maintains QChat 
 

•Agencies can subscribe 
to use it on their own 
information technology 
networks 

383,000 conversations 
were recorded, including 
72,000 from within TMR 

18,950 active users in 
total, including 3,020 from 

within TMR 

715 users per day, 
including 135 from TMR 

QChat GenAI* 

• •• • 



Managing the ethical risks of artificial intelligence (Report 2: 2025–26) 

 

15 

 

Notes:  
CDSB – Department of Customer Services, Open Data and Small and Family Business.  
QRO – Queensland Revenue Office. 
MPST – Mobile phone and seatbelt technology. 
* The statistics for QChat are from its commencement on 23 February 2024 to 30 June 2025. 
** Assessments by the AI for potential mobile phone and seatbelt offences can be done using the same photo and vehicle. The 
number of assessments for the MPST program is from 1 January 2024 to 31 December 2024.  
 

Source: Compiled by the Queensland Audit Office. 

Has TMR established effective governance arrangements 
to oversee ethical risks for AI systems? 
TMR has not yet established department-wide AI policies or new governance arrangements to 
consistently oversee ethical risks on AI systems. It also has not assessed whether its existing information 
and communication technology governance and risk management processes align with the requirements 
of the Queensland Government’s AI governance policy. 

Under the Queensland Government’s AI governance policy, TMR is required to align its AI governance 
arrangements with ISO 38507 – Information technology – Governance of IT – Governance implications of 
the use of artificial intelligence by organizations. TMR has also not assessed whether its system-level 
governance for the MPST program and QChat aligns with these requirements – we discuss system-level 
governance in further detail below. The specific requirements of this policy for entities are discussed 
further in Chapter 4. 

TMR is aware that its existing information and communication technology policies and governance 
arrangements may need to be updated. Until an assessment is made, there is an increased potential that 
ethical risks are not effectively managed across the department. This may limit its ability to demonstrate 
responsible system oversight. 

As part of updating these governance arrangements, TMR will need to consider what types of assurance 
mechanisms are suitable for different AI systems. These mechanisms can assess whether TMR’s 
processes and controls are working effectively to manage ethical risks within its risk appetite. 

TMR is developing an AI Strategic Roadmap 2025–28 that includes initiatives that aim to identify and 
address these gaps. Strengthening governance arrangements and implementing assurance mechanisms 
in the roadmap to manage ethical risks is necessary to ensure consistent and effective oversight of AI 
systems.  

Ethical risk 
considerations 

• Inaccurate image-
recognition by the AI 
system 

• Privacy concerns of 
drivers and passengers 

• Inadequate photo 
handling and storage 
protocols 

• Inadequate ‘human in the 
loop’ to ensure fairness of 
decisions 

•The MPST program uses 
an image-recognition AI 
system to detect possible 
mobile phone and 
seatbelt offences 
 

•Each possible offence is 
reviewed by a human at 
the external vendor and 
then by QRO before the 
issuing of an infringement 
notice for alleged offences 

 
•TMR has the contract with 

the external vendor that 
owns and manages the AI 
system and devices 

208.4 million** 
assessments across  

9 portable devices and  
12 fixed lanes 

Mobile phone and 
seatbelt technology 
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TMR needs to improve its visibility of AI systems in use and under development 
TMR does not have full visibility over the AI systems in use or under development across the department. 
It has not established a central record or AI inventory to track where AI is used, the purpose of each 
system, or the risks linked to them. 

Not knowing the extent to which, and how, AI is used across the department inhibits its ability to: 
• manage ethical risks 
• know whether controls are consistently applied 
• maximise any benefits from the AI use. 

Improving its visibility of AI systems in use would support consistent oversight and allow it to better 
manage related risks. 

Is TMR effectively identifying and managing the ethical 
risks associated with the MPST program? 
This section examines whether TMR has the necessary governance structures, ethical risk assessments, 
and mitigation strategies in place to manage ethical risks associated with the use of AI in the MPST 
program.  

TMR is identifying and managing certain aspects of ethical risks associated with the MPST program. 
However, it has not completed a full ethical risk assessment, which is important to ensure all ethical risks 
are fully understood and addressed. It has also not reviewed whether its governance structures for the 
MPST program align with the Queensland Government’s AI governance policy.  

TMR conducted the risk assessment for the MPST program before the AI governance policy was 
introduced in September 2024, which explains why some steps were not taken earlier. It remains 
important that TMR now applies an ethical framework to ensure it identifies and manages all ethical risks. 

Governance arrangements for the MPST program are well positioned 
to oversee ethical risks, but require further assessment to confirm 
effectiveness 
TMR has established governance arrangements to oversee the MPST program. These governance 
arrangements support consistent and coordinated oversight and risk management of the MPST program. 

The following formal governance arrangements support the MPST program: 

 

Formal oversight – Governance arrangements include an oversight board, executive committees, 
and working groups that meet regularly and keep records of key decisions and actions. 

 

Clear roles and responsibilities – Policies and procedures define roles and responsibilities to 
support consistent management of ethical risks. 

 

Structured risk management processes – Risk owners are assigned, and risk mitigation plans are 
in place to support monitoring and response activities. 

Recommendation 4 
We recommend that the Department of Transport and Main Roads enhances its governance arrangements to 
support responsible use of AI by: 
• assessing and updating governance arrangements to ensure they are suitable to manage ethical risks and 

align with the requirements of the Queensland Government’s AI governance policy 
• implementing appropriate assurance frameworks to ensure its AI governance arrangements are effective at 

managing ethical risks, meet required standards, and operate within its risk appetite 
• improving visibility of AI systems to strengthen oversight of ethical risks and controls. 

• •• 
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These arrangements are well positioned to oversee the management of ethical risks. However, TMR has 
not assessed whether these governance arrangements fully respond to ethical risk considerations or if 
they are aligned to the Queensland Government’s AI governance policy. This creates a risk that some 
ethical issues may not be fully identified, managed, or overseen through the governance arrangements.  

Completing these steps would support TMR to confirm whether the governance arrangements remain 
appropriate to oversee ethical risks.  

TMR has implemented strategies to mitigate some ethical risks for the 
MPST program, but has not yet undertaken a full ethical risk 
assessment  
The MPST program uses image-recognition AI to detect driving offences, which introduces a range of 
ethical risks. TMR has implemented controls to support the system reliability and accuracy, protect 
privacy, enable fair outcomes in the fine adjudication process, and manage its contractual arrangements, 
aligning to some of the areas of Australia’s AI Ethics Principles.  

Figure 5B shows key measures TMR and the Queensland Revenue Office (QRO) have implemented to 
mitigate risks for the MPST program.  

Figure 5B 
Key risk mitigation measures for the MPST program 

 

Source: Compiled by the Queensland Audit Office.  

TMR monitors the accuracy of AI in the MPST program 
TMR’s contract with the external vendor includes several service key performance indicators (KPIs) to 
ensure the AI system’s accuracy in determining which photos progress for human review. 

Figure 5C summarises data from January to December 2024 to show the volume of photos captured, 
human reviews conducted, and fines issued, providing insight into the MPST program’s accuracy. 

Third-party contractor arrangements with defined responsibilities, data handling protocols, and privacy 
and security obligations  

Weekly audits by TMR to verify that AI results are consistent with human assessments and meet 
accuracy standards 

Quarterly performance meetings with the external vendor to review key performance indicators 

Automated privacy cropping to obscure non-relevant details and protect individuals’ identities 
during the external vendor review 

Human review at the external vendor checks each photo flagged by the AI as a potential 
offence before referring it on to the QRO for review 

Two humans at QRO review all potential offences to decide whether to issue an infringement 
notice for alleged offences 

Recipients of an infringement notice can contest in court if they believe it was issued incorrectly 
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Figure 5C 
Key statistics on the MPST program’s accuracy in 2024  

 
Performed by the AI Human review by 

external vendor 
Human review by 

QRO Fines issued 

    

Notes:  
Numbers have been rounded to the nearest thousand. 
Assessments by the AI for potential mobile phone and seatbelt offences can be done using the same photo and vehicle. 
The fines issued include fines withdrawn. 

Source: Compiled by the Queensland Audit Office.  

The AI is designed to support an efficient human review process by filtering out photos the MPST 
cameras capture that are unlikely to be offences. In 2024, the AI system reduced the volume of 
assessments requiring human review at the external vendor by 98.7 per cent to 2.7 million. The high 
number of reviews by the external vendor allows more AI assessments to be checked while its accuracy 
is improved. This supports managing ethical risks by confirming the accuracy of potential offences before 
any decision is made.    

An ethical framework is not yet integrated into the MPST program risk 
assessment  
The MPST program has been subject to general risk assessment processes that include ethical 
elements. However, TMR has not yet undertaken a full ethical risk assessment as required by the 
Queensland Government’s AI governance policy. This means it does not know whether all ethical risks for 
the MPST program are identified and managed. It can address this gap by integrating an ethical 
framework, such as the FAIRA, into its risk assessment process for AI systems. We discuss the FAIRA in 
Chapter 4 of this report.  

The MPST program was implemented before the Department of Customer Services, Open Data and 
Small and Family Business (CDSB) introduced its AI governance policy in September 2024. This requires 
entities to use an ethical framework to assess risks.  

TMR assessed risks for the MPST program before the requirement to apply an ethical framework was 
established. It primarily assessed risk through privacy impact assessments, which considered certain 
aspects of ethical risks. These assessments considered aspects of privacy, information storage and 
security, discrimination, and accountability. 

TMR plans to adopt the FAIRA as part of its department-wide AI policy. It also needs to apply an ethical 
framework for existing AI systems, including the MPST program, and to any systems planned for future 
use.  

All public sector entities using AI should assess risks using an ethical framework to help identify risks that 
may not be covered by other technical or operational reviews. This supports consistency and accountable 
decision-making. For this reason, public sector entities should apply an ethical framework when 
assessing risk for AI systems in use and under development. 

Mobile Phone and Seatbelt Technology 
 

208.4 
million 

assessments 

2.7 
million 

assessments 
reviewed 

137,000 
 potential offences 
reviewed by QRO 

114,000 
fines issued 
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Recommendation 7 
We recommend all public sector entities implement ethical risk assessment processes for AI systems in use or 
under development to more comprehensively identify and manage ethical risks.  

The MPST has processes to continuously improve 
TMR has implemented structured and collaborative processes to support the continuous improvement of 
the AI used in the MPST program. These include weekly audits, and quarterly performance reviews that 
representatives from QRO attend. QRO also provides feedback on the performance of the AI to TMR, 
which is then shared with the external vendor. These processes provide a formal mechanism to review 
performance data, identify system issues, and deliver feedback to the external vendor. These activities 
support refinements to the AI system and help maintain accuracy and fairness in its operation. 

Is TMR effectively identifying and managing ethical risks 
associated with QChat? 
This section assesses whether TMR has appropriate governance structures, risk assessment processes, 
and mitigation strategies in place to effectively manage the ethical risks associated with QChat. 

TMR has made progress in assessing some ethical risks for QChat but is also yet to do a full ethical risk 
assessment on this system. TMR has not yet established governance arrangements or monitoring 
controls to manage the ethical risks of QChat, and should improve the uptake of staff training to support 
its responsible use.  

Governance is not yet in place to oversee ethical risks of QChat 
As a user of the QChat system, TMR is responsible for ensuring appropriate use by its staff. However, it 
has not yet established governance arrangements to oversee QChat’s use or to manage its ethical risks. 
Key elements to support the system’s use, such as policies, risk management processes, and oversight 
mechanisms, are not in place. 

Governance for generative AI systems like QChat is important, as system responses can influence 
decision-making and service delivery. Without governance, there is a risk that ethical use, including 
information management, may not be managed effectively.  

System-level safeguards are established, but monitoring and training 
need improvement 
QChat uses multiple mechanisms to help ensure its responses to user prompts reflect Queensland 
Government values and relevant operational context. CDSB has built some of these mechanisms into the 
system. Other mechanisms are outside the AI system and entities need to implement them, like 
monitoring and training users on appropriate use.   

 

The first safeguard for QChat comes from the model’s design, with Microsoft-embedded safety measures 
included to reduce harmful or biased outputs. 

 

Prompts are input or instructions provided to an AI system to guide its response or behaviour. They can be 
questions, statements, or commands designed to provide a specific type of output from the AI system. 

 DEFINITION -

• • •• 
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CDSB manages the system-level safeguards within QChat, which include: 

• CDSB safety prompts – which help detect and block harmful, inappropriate, or risky content from 
being generated or discussed for all entities 

• contextual responses – which help ensure responses are relevant, safe, and aligned with the 
Queensland Government’s tone and style for all entities 

• entity prompts – which allow entities to adjust QChat’s responses to align with their users’ needs and 
preferences. 

Entities need to configure entity prompts to fit their specific needs. Using entity prompts can help 
strengthen the reliability and accuracy of QChat’s responses by providing it with information the 
underlying model may not already know. For example, entities can include up-to-date departmental 
arrangements to prevent QChat from responding with incorrect or outdated information.  

TMR has not yet configured any entity prompts. Using this safeguard could improve the accuracy of 
responses from QChat and reduce the risk of users receiving misleading guidance. 

Figure 5D shows how each user prompt passes through system-level safeguards before QChat 
generates a response, and outlines measures entities can take to ensure appropriate use and oversight. 

Figure 5D 
QChat safeguards for ethical use 

 
Source: Compiled by the Queensland Audit Office. 

QChat’s safeguards help it to refuse requests for harmful, illegal, or inappropriate information such as 
creating weapons, spreading misinformation, or engaging in harassment. 

It will also include messages in its responses to remind users of their obligations to use the system 
responsibly and ethically. For example, ‘Please ensure your use of this service aligns with ethical and 
legal standards’. This approach reinforces accountability, ensuring users understand the importance of 
appropriate and lawful interactions. 

Generative AI systems can behave unpredictably and produce different outputs each time they are used. 
Some experts have demonstrated that the safeguards can be bypassed using specific prompt 
engineering, meaning these may not always prevent inappropriate use. This highlights the importance of 
effective monitoring and ensuring staff are trained to recognise and manage potential risks.  
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Monitoring controls for QChat need to be established 
CDSB provides dashboards to entities who use QChat, offering an overview of user activity and usage, 
including summaries of conversation types. TMR has access to its dashboard but is not using it to monitor 
how staff interact with QChat or to identify emerging risks. 

CDSB also has access to additional dashboards on content safety data, which it logs and monitors 
separately. CDSB has not yet shared this data with entities through the dashboards, limiting entities’ 
ability to detect potential misuse and respond appropriately. 

TMR primarily relies on system-level safeguards developed by CDSB for QChat to mitigate ethical risks. 
While these measures help reduce the risk of inappropriate use, they are not sufficient on their own, as 
users may still interact with QChat in unintended or inappropriate ways that breach ethical and legislative 
requirements. 

TMR has not implemented all controls identified in its August 2024 security impact assessment, which 
recommended actions such as establishing an AI policy and strategy, staff training, and processes for 
managing privacy and security breaches. Without these measures, TMR may have limited ability to 
ensure the ethical use of QChat and protect sensitive information. 

Uptake for training and education in using generative AI could be improved 
In 2024, TMR introduced a generative AI training course and awareness campaign for its staff. However, 
uptake has been low. It is now considering incorporating the content into mandatory training to improve 
participation and ensure consistent understanding across the department. TMR also ran an AI awareness 
campaign between 2024 and 2025 to help reinforce staff understanding of the benefits and risks of using 
generative AI tools. 

Generative AI systems, such as QChat, can be applied across a wide range of tasks. The ethical risks 
associated with their use often depend on user behaviour, the type of data entered, and the context in 
which the system is used. For example, a user could accidentally enter protected information into a 
QChat prompt, which is not allowed under the terms of service. These risks cannot be fully addressed 
through system-level safeguards alone. 

Ongoing education and training are needed to ensure staff understand how to use AI systems responsibly 
and in line with governance expectations. Targeted training helps staff recognise which data should not 
be entered into AI prompts, understand the limitations of generative responses, and apply appropriate 
judgement to system outputs. 

To strengthen staff capability and reduce the risk of inappropriate use, TMR should develop a structured 
training and education plan. This would help build foundational AI knowledge, clarify staff responsibilities 
under the department’s governance arrangements, and support more informed, responsible use of AI. 

Recommendation 5 
We recommend that the Department of Transport and Main Roads improves QChat’s controls to manage ethical 
risks more effectively by: 
• establishing monitoring activities to strengthen oversight and ensure usage is appropriate 
• developing a structured approach to enhance staff capability and promote responsible use of AI systems 

through training and education. 

Recommendation 6 
We recommend that the Department of Customer Services, Open Data and Small and Family Business supports 
entities to better manage the risks associated with using generative AI systems, such as QChat, by providing 
entities with access to content safety information. 

• • •• 



 Managing the ethical risks of artificial intelligence (Report 2: 2025–26) 

 

22 

TMR has not yet undertaken a full ethical risk assessment for QChat 
TMR has not completed a full ethical risk assessment for QChat. It assessed information security risks in 
August 2024, before the Queensland Government’s AI governance policy introduced the requirement to 
apply an ethical framework in September 2024.  

While the security risk assessment covers some ethical elements, this does not substitute for a full ethical 
risk assessment. TMR should update this assessment using an ethical framework based on how it 
intends to use QChat. This assessment should consider what information can be shared with QChat, as 
well as the potential impacts of its use on staff, service delivery, and decision-making processes.  

We have made a recommendation to TMR to apply an ethical framework to all AI systems in use and 
planned, including QChat. Refer to recommendation 7 for further details.  

CDSB has processes to continually improve QChat 
QChat’s continuous improvement is managed by CDSB and not TMR. CDSB carries out regular testing, 
and system updates. CDSB regularly tests the system, implements updates, and conducts privacy impact 
assessments and security testing to identify vulnerabilities. It also reviews user feedback to improve 
response accuracy and overall functionality. 

This ongoing process helps maintain QChat’s security, reliability, and alignment with operational needs. 
This is essential because generative AI can be unpredictable and requires continuous oversight to 
manage risks and ensure safe, ethical operation.  

• •• • 
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A. Entity responses 
In accordance with Section 64 of the Auditor-General Act 2009, the Queensland Audit Office gave a copy 
of this report with a request for comments to: 

• Treasurer, Minister for Energy and Minister for Home Ownership 

• Minister for Customer Services and Open Data and Minister for Small and Family Business 

• Minister for Transport and Main Roads 

• Under Treasurer, Queensland Treasury 

• Director-General, Department of Customer Services, Open Data and Small and Family Business  

• Director-General, Department of Transport and Main Roads. 

We also provided a copy of the report with an option of providing a response to: 

• Premier and Minister for Veterans 

• Director-General, Department of the Premier and Cabinet. 

This appendix contains their detailed responses to our audit recommendations. 

The heads of these entities are responsible for the accuracy, fairness, and balance of their comments. 
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Comments received from Director-General, Department of 
Customer Services, Open Data and Small and Family 
Business 
 

  

• 

Ollr Ref: MN095 18-2025 

Mr Darren Brown 
Assistant Auditor-General 
Queensland Audit Office 

Email: qao@qao.qld.gov.au 

Dear Mr Brown 

::,ELNERING / .. ,. Queensland 
FOR QUEENSLAND ~ Government 

Department or 
Customer Services, 
Open Data and 
Small and Family Business 

Thank you for your email regarding the Queensland Audit Office's performance audit report, 
Managing the ethical risks of artificial intelligence. I appreciate the opportunity to review the 
report and provide a response on behalf of the Department of Customer Services, Open 
Data and Small and Family Business (CDSB). 

CDSB acknowledges the importance of the seven recommendations outlined in the report 
and supports their implementation. Managing the ethical risks of artificial intelligence (Al) is 
a priority to ensure appropriate use of this emerging technology. CDSB has already made 
significant progress through the development of the Foundational Artificial Intelligence Risk 
Assessment (FAIRA) framework and supporting governance tools. 

Building on this foundation, CDSB will continue to enhance our approach to Al governance, 
ensuring the Queensland Government is equipped to adopt and manage Al systems safely, 
ethically, and in alignment with national standards and leading practices. These efforts will 
further strengthen public trust and drive innovation and productivity across the sector. 

A detailed response to the recommendations is enclosed for your reference. 

I trust this information addresses your enquiry. For further assistance, please contact 

Yours faithfully 

(~~ 
Chris Lamont 
Director-General 

Enc (1) 1 William street Brisbane 
PO Box 15086 City East 
Queensland 4002 Australia 
Telephone +61 7 3008 2934 
Website www.cdsb.qld.gov.au 
ABN 81 919 425 843 
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Responses to recommendations 
 

  

• •• 

• •• 
Queensland 
Audit Office 
Betterpubfic set vices 

Department of Customer Services, Open Data 
and Small and Family Business 
Managing the ethical risks of arlificial intelligence 

Response to recomme ndations prov ided by 
17/09/2025 

Recommendation 

We recommend 1hat the Departmen1 
of Customer Services, Open Data 
and Small and Family Business: 

1. enhances its Foundational 
artificial intelligence risk 
assessment (FAIRA) and 
suppor1ing ma1erial by 

• clarifying when and how 
often en1i1ies shou ld use the 
FAIRA across the Al life 
cycle, inctuding 
retrospective application 

developing guidance for 
alternative risk assessments 
for loweHisk Al systems 

clarifying key ethical 
principles 1hat al1emative 
frameworks should address 
if entities choose not to use 
1he FAIRA, aligned where 
possible wi1h na1ional 
standards or leading 
practices in other 
jurisdictions 

2. supports continuous 
improvement by assessing the 
effec1iveness of 1he Al 
governance policy and 
supporting tools 

3. improves its understanding of Al 
system use and risks across ttie 
public sector and develops risk­
based advice lo support entities 
in managing tiigtier risk Al 
systems 

Agree/ 
Disagree 

Agree 

Agree 

Ag ree 

Time frame for Additional comments 
implementation 

Q4 2026 CDSB will address 1his 

Q4 2026 

Q4 2026 

recommendation by: 

Development of a FAIRA 
LITE assessment tool for 
lower-oisk Al systems. 

Upda1ing the FAIRA 
Guideline 10 include 
guidance on the 
appropriate application 
throughout the Al lifecycle, 
in place of other standards 
or practices from ottier 
jurisdictions. 

Updating Al Governance 
Policy to mandate the 
FAIRA or FAIRA LITE. 

CDSB will address this 
recommendation by: 

Leveraging ttie existing 
QGEA policy review 
process to ensure ttie 
policy is aligned witti new 
national and international 
guidance, best practice 
and continues 10 be 
effective. 

CDSB will address 1his 
recommendation by: 
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• 

• •• 
Queensland 
Audit Office 
Better public services 

·:; ~efif'.~~fft\ip~}: X ji' { ~:: gfiiir~J c; ;x;~~1:t~:::;l~~;r: • ~ d~r1i11J~t,t~ftf:l·; 

6. supports entities lo better 
manage the risks associated 
with using generative Al 
systems, such as QChat, by 
providing entities with access to 
content safety information 

7. implement ethical risk 
assessment processes for Al 
systems in use or under 
development to more 
comprehensively identify and 
manage ethical risks. 

Agree 

Agree 

Q2 2026 

Q4 2026 

Collecting all Al use and 
risk assessment data 
through the mandated use 
of the FAIRA forms . 
CDSB will use this data to 
inform future policy and 
guidance on the 
implementation and use of 
higher risk Al systems. 

CDSB will address this 
recommendation by: 

reporting on content safety 
as part of the existing 
reporting suite provided to 
entities on QC hat usage. 

CDSB will address this 
recommendation for CDSB 
projects by us ing the current 
and updated FAIRA Guideline 
for Al systems and projects, 
and throughout the Al lifecycle . 
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Comments received from Director-General, Department of 
Transport and Main Roads 
 

 

  

• •• 

Our ref: DG48207 

Your ref: PRJ04259 

12 September 2025 

Ms Rachel Vagg 
Auditor-General 
Queensland Audit Office 
qao@qao.qld.gov.au 

Dear Ms Vagg 

:,ELIVERING 
FOR QUEENSLAND I if?~ Queensland g Government 

Office of the 

Director-General 

Department of 

Transport and Main Roads 

Thank you for your email of 2B August 2025 about the Queensland Audit Office's proposed 
report to Parliament titled Managing the ethical risks of artificial intelligence. 

I am pleased to note that your report recognises the measures the Department of Transport 
and Main Roads (TMR) has established to manage the ethical risks associated with the 
use of artificial intelligence (A l). Both the Mobile Phone and Seatbelt Technology and 
QChat generative Al system were implemented prior to the Department of Customer 
Services, Open Data and Small and Family Business, issuing its Al governance policy. 
While TMR has implemented a range of controls to mitigate the ethical risks we will ensure 
current processes are assessed against the requi rements of the Al governance policy. 

I note the recommendations raised in your report and these are accepted by TMR, 
progress against these recommendations has already commenced. Enclosed is our fo rmal 
management response, and we will track and report the implementation status of these 
recommendations through TM R's Audit and Risk Committee. 

If you require further information, please contact 

I trust this information is of assistance. 

Yours sincerely 

Sally Stannard 
Director-General 
Department of Transport and Main Roads 

Enc (1) 

1 William Street Brisbane 
GPO Box 1549 Brisbane 
Queensland 400 1 Australia 
Te lephone +61730667316 
Website www.tmr.qld.gov.au 
ABN 39 407 690 291 

• 



Managing the ethical risks of artificial intelligence (Report 2: 2025–26) 

 

29 

Responses to recommendations 

 

  

• 

• Queensland 
• • Audit Office 

Better public services 

Department of Transport and Main Roads 
Managing the ethical risks of artificial intelligence 

Recommendation 

We reco mmend that the Department of 
Transport and Main Roads· 

4. enhances its governance 
arrangements to support responsible 
use of Al by 

• assessing and updating 
governance arrangements to 

ensure they are suitable to 
manage ethical risks and align 
w ith the requirements of the 
Queensland Government's Al 
governance policy 

• implementing appropriate 
assurance frameworks to ensure 
its Al governance arrangements 
are effective at managing ethical 
risks, meet required standards, 
and operate within its ri sk 
appetite 

• improving visibility of Al systems 
to strengthen oversight of ethical 
risks and controls 

Agree/ 
Disagree 

Ag ree 

Time 
frame for 
implement 

ation 
(Quarter 

and 
financial 

year) 

Q3 
2026127 

Additional comments 

These activities are included in the 
TMR Al Strategy and Roadmap and 
have already commenced. Centra lised 
governance is being implemented to 
ensure ful l visibility of all Al solutions 
and to track application of all mandatory 
assessments under the policy 
framework. The framework vall be built 
out comprehensively with supporting 
tools, processes and education over the 
next 12 months. 

• •• 
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• •• 

• Queensland 

•• Audit Office 
Better public services 

Recommendation 

5. improves OChat's controls to 
manage eth ica l risks more effectively 
by . establishing monitoring activities 

to strengthen oversight and 
ensure usage is appropriate . developing a structured 
approach to enhance staff 
capabi lity and promote 
responsible use of Al systems 
through training and education 

7. implement ethical risk assessment 
processes for Al systems in use or 
under development to more 
comprehensively identify and 
manage ethica l risks. 

Agree/ Time 
Disagree frame for 

implement 
ation 

(Quarter 
and 

financial 
year) 

Agree Q1 
2026/27 

Agree Q4 
2025/26 

Additional comments 

Pending CDSB's provision of the 
content safety information for QChat fo r 
TMR (perrecommendation 6), TMR will 
establish and document the relevant 
monito ring procedu res and implement 
them. It is anticipated that th is activity 
will be finalised by 31 December 2025. 

TMR have already commenced the 
development of a structured education 
campaign , which bui lds on the 
education campaign and training 
materials already released to TMR 
about the use of TMR's approved 
Generative Al tools, including QChat. It 
is anticipated that th is activity IM II be 
fina lised by 31 December 2025. 

The development of a comprehensive 
Al literacy campaign to en hance staff 
capabil rty and promote respcnsible use 
of Al systems through tra ining and 
education is included in th e TMR Al 
Strategy and Roadmap and has been 
flagged for completion in the fitst 12 
months. TMR anticipates these 
actrvities wi ll be finalised by 30 
September 2026, noting that training 
and ed ucation is an ongoing activity 
that TMR will con tinue to undertake 

TMR wi ll conduct retrospective ethical 
risk assessments using the F Al RA 
framework on both QChat and MPST to 
ensure and confi rm that ethical risks 
are effectively identified and managed 
by 31 December 2025. 

In conjunction with recommendation 4 
to ensure visibilrty of all TM R's Al 
systems, eth ical risk assessments 
using the FAIRA framework wtll also be 
undertaken where any gaps are 
identified. 
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Comments received from Under Treasurer, Queensland 
Treasury 

 

 

  

• 

Our Ref: QT04468-2025 

Ms Rachel Vagg 
Aud itor-General of Queensland 
Queensland Audit Office 

Emai l: QAO.Mail@qao.qld.gov.au 

Dear~ ~ 

Queensland 
Government 

Queensland Treasury 

Thank you for your email dated 28 August 2025 about your proposed report to Parliament, 
Managing the ethical risks of artificial intelligence. 

Treasury is pleased to provide the attached response to the recommendation : 

All public sector entities implement ethical risk assessment processes for Al systems 
in use or under development to more comprehensively identify and manage ethical 
risks. 

Treasury is committed to responsible and ethical use of Al systems within Treasury and 
has implemented an Al Policy that requires that an appropriate risk assessment is 
undertaken prior to implementing an Al system. 

Treasury's Al Policy and risk assessment has mechanisms in place to identify and manage 
ethical risks. Treasury reviews its Al Policy on an annual basis. 

If you require any further information, please contact 

who will be pleased to assist . 

Yours sincerely 

Paul Williams 
Under Treasurer 

l1 I '7 I 2025 

Encl. (1) 

1 William Street 
GPO Box 611 Brisbane 
Queensland 4001 Australia 
Telephone +61 7 30351 933 
Web site www.t,easury.qld.gov.<w 
ABN 90 856 020 239 

• •• 
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Responses to recommendations 

 

 

  

• •• 

• Queensland 
• • Audit Office 

Better pub/;c services 

Queensland Treasury 
Managing the ethical risks of artificial intelligence 

Response to recommendations provided by 

Recommendation 

We recommend that all public sector 
entities: 

7, implement ethical risk 
assessment processes for Al 
systems in use or under 
development to more 
comprehensively identify and 
manage ethical risks. 

Agree/ 
Disagree 

Agree 

Time frame for 
Implementation 

(Quarter and 
financial year) 

Q2 2025 

on 09 September 2025. 

Additional comments 

Treasury has an Al Policy 
aligned to CDSB and 
requires a FAIRA for all Al 
products/systems prior to 
introduction to Treasury's 
environment 

The FAIRA assessment 
includes the ethical 
requirements assessment 
and is undertaken by the 
business system owner and 
endorsed by the Chief 
Information Officer 

Treasury reviews and 
updates its Al Policy on an 
annual basis 
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B. How we prepared this report 

Queensland Audit Office reports to parliament 
The Queensland Audit Office (QAO) is Queensland’s independent auditor of public sector entities and 
local governments.  

QAO’s independent public reporting is an important part of our mandate. It brings transparency and 
accountability to public sector performance and forms a vital part of the overall integrity of the system of 
government. 

QAO provides valued assurance, insights and advice, and recommendations for improvement via the 
reports it tables in the Legislative Assembly, as mandated by the Auditor-General Act 2009. These 
reports may be on the results of our financial audits, on the results of our performance audits, or on our 
insights. Our insights reports may provide key facts or a topic overview, the insights we have gleaned 
from across our audit work, the outcomes of an investigation we conducted following a request for audit, 
or an update on the status of Auditor-General’s recommendations.  

We share our planned reports to parliament in our 3-year forward work plan, which we update annually: 
www.qao.qld.gov.au/audit-program.  

A fact sheet on how we prepare, consult on, and table our reports to parliament is available on our 
website: www.qao.qld.gov.au/reports-resources/fact-sheets. 

Performance audits 
Through our performance audit program, we evaluate the efficiency, effectiveness, and economy of public 
service delivery. We select the topics for these audits via a robust process that reflects strategic risks 
entities are facing. We develop or identify suitable criteria for each audit and evaluate the audited entities’ 
performance against it. We report to parliament on the outcome.     

Our performance audit reports help parliament hold entities to account for the use of public resources. In 
our reports, we provide recommendations or insights for improvement, and may include actions, advice, 
or better practice examples for entities to consider.  

About this report 
QAO prepares its reports on performance audits under the Auditor-General Act 2009: 

• section 37A, which outlines that the Auditor-General may conduct a performance audit of all or any 
particular activities of a public sector entity. 

This report communicates the findings, conclusions, and recommendations from our performance audit 
on managing the ethical risks of artificial intelligence. Our audit was a reasonable assurance 
engagement, conducted under the Auditor-General Auditing Standards and the Australian Standard on 
Assurance Engagements ASAE 3500 Performance Engagements. We complied with the independence 
and other relevant ethical requirements related to assurance engagements. The conclusions in our report 
provide reasonable assurance about the audited entities’ performance against the identified criteria. Our 
objectives and criteria are set out below. 

The objective of this audit  
The objective of the audit is to assess whether the Queensland public sector has policies and guidelines 
in place to effectively manage the ethical risks associated with its artificial intelligence (AI) systems.  

• • •• 
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What we cover 
In this audit, we focused on policies the Department of Customer Services, Open Data and Small and 
Family Business has issued that guide entities in managing ethical risks with AI.  

We also assessed how the Department of Transport and Main Roads, in collaboration with the 
Queensland Revenue Office within Queensland Treasury, managed ethical risks and relevant mitigating 
controls of 2 AI systems it uses: 

• QChat, a generative AI virtual assistant created for Queensland Government employees 

• Mobile Phone and Seatbelt Technology, an image-recognition AI system used to detect possible 
mobile phone and seatbelt offences.  

Entities we audited  
• Department of Customer Services, Open Data and Small and Family Business – developed the AI 

governance policy and assists the relevant public sector entities with applying it. 

• Department of Transport and Main Roads – a user of QChat and is responsible for the MPST program 
and contract with the external vendor that owns and manages the system.  

• Queensland Revenue Office within Queensland Treasury – adjudicates potential offences and issues 
infringement notices for alleged offences. 

Our approach 

Audit criteria 
Sub-objective 1: The Department of Customer Services, Open Data and Small and Family 
Business (CDSB) has effective policies in place to guide the ethical use of AI by the public 
sector. 

Criteria 

1.1 CDSB has strategies, policies, and procedures guiding the ethical use of AI systems that are  
evidence-based, clear, and user-friendly. 

1.2 CDSB has a comprehensive understanding of the use of AI across the public sector. 

1.3 CDSB provides appropriate guidance and support to entities to identify and manage ethical risks 
associated with AI. 

 

Sub-objective 2: The Department of Transport and Main Roads (TMR) is effectively managing 
ethical risks associated with the use of AI on selected projects, including in collaboration with 
the Queensland Revenue Office (QRO) where relevant. 

Criteria 

2.1 TMR has governance structures to effectively oversee the design and use of AI systems. 

2.2 TMR uses an ethical framework to evaluate the transparency, accountability, and risk associated with the 
AI life cycle. 

2.3 TMR, in collaboration with QRO, implements a continuous improvement process which leads to updates 
on AI controls as risks change. 

• •• • 
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Scope exclusions and limitations 
We did not examine broader frameworks or controls in information communication and technology, 
procurement, project management practices, or risk management, other than the areas that relate to the 
ethical risk management of AI systems.  

We also did not assess whether the selected AI systems were ethical. Instead, we assessed how 
effectively entities managed ethical risks when planning and implementing the selected AI systems.  

Method 

Field visits and interviews  
We conducted interviews with key selected stakeholders involved with AI across the Queensland 
Government. This included, but was not limited to: 

• Department of Customer Services, Open Data and Small and Family Business  

• Department of Transport and Main Roads  

• Queensland Revenue Office, within Queensland Treasury. 

Document review  
We obtained and reviewed relevant documents from the entities involved in the audit. This included 
legislation, policies, frameworks, business cases, strategic plans, correspondence, performance reports, 
audit reviews, and evaluations. We also considered research from other jurisdictions and academia.  

Data analysis  
We analysed a range of data from CDSB and TMR, including: 

• QChat user and use types 

• MPST photos taken, AI accuracy calculation, and potential offences identified by AI and human 
reviews 

• MPST incidences identified from the vendor and fines issued. 

We validated our data methods and analysis progressively with the departments.  

Subject matter experts  
We engaged 2 subject matter experts to provide insights on approaches to manage and oversee AI 
systems and methods to assess related ethical risks. The experts offered advice and validated facts and 
concepts related to specific aspects of the audit. 

 

 

• • •• 
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C. Checklist for managing ethical 
risks in artificial intelligence  
We have created a checklist of key questions for those charged with governance of public sector entities 
to consider with respect to managing the ethical risks associated with artificial intelligence (AI). It is not 
comprehensive but provides a practical tool to guide entities in aligning their AI use with established 
ethical standards and governance expectations. 

This checklist is adapted from the Queensland Government’s AI governance framework and national 
frameworks. 

Figure C1  
Checklist for managing ethical risks in artificial intelligence 

Focus area Questions 

Governance and strategy Does your entity have an AI strategy or policy that establishes clear roles and 
responsibilities for managing AI ethical risks across operational areas? 

Does your entity have a clear and accountable process during planning and design 
stages to assess whether using AI is suitable for a service or function, before 
implementing it? 

Does your entity’s existing digital and information and communication technology 
governance arrangements align with ISO 38507 Information technology – 
Governance of IT – Governance implications of the use of artificial intelligence (AI) 
by organizations? 

Does your entity’s governance group (for example, board of directors, executive 
management team, committee or ethics board, or other formal oversight group) 
oversee high-risk AI systems and their associated ethical risks? 

Does your entity’s governance group receive regular reporting on ethical risk 
management throughout the life cycles of AI systems? 

Does your entity’s governance group seek assurances that management effectively 
implements controls and mitigation strategies to meet legal and other compliance 
obligations? 

Assessing and managing 
ethical risks  

Does your entity use an ethical framework, such as the Foundational artificial 
intelligence risk assessment (FAIRA) framework, to assess and manage ethical risks 
for all AI systems throughout their life cycles? 

Does your entity provide staff with guidance on when and how often ethical risks 
should be assessed across the AI life cycle?  

Does your entity have adequate capability and expertise to effectively identify, 
assess, and manage the ethical risks associated with AI systems?  

Does your entity’s risk assessment clearly identify the ethical risks of AI systems and 
corresponding controls and mitigation strategies to manage them? 

Does your entity have assurance processes in place to check controls and mitigation 
strategies are working as intended? 

• •• • 
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Focus area Questions 

Automated decision-
making 

Does your entity have appropriate human oversight of decisions made or 
recommended by AI systems? 

Does your entity provide impacted users with mechanisms to challenge the 
outcomes of automated decisions made with AI systems? 

Procurement and third-
party arrangements 

Does your entity consider ethical risks associated with AI systems when planning 
the procurement process? 

Does your entity require vendors to demonstrate how their AI systems meet ethical, 
technical, and security standards in their tender response? 

Does your entity’s contracts with AI vendors include key performance indicators or 
other assurance mechanisms to support the management of ethical risks? 

Does your entity have clear roles, accountability, and processes to monitor vendor 
performance and ensure compliance with ethical and contractual requirements? 

Data and information 
management 

Does your entity maintain a central inventory of AI systems, including their purpose, 
use, risks, and stage within the AI life cycle? 

Does your entity implement controls, assurance processes, and training to mitigate 
risks with the accuracy, completeness, and reliability of data used in AI systems? 

Does your entity limit the data collected and used by AI systems to what is 
necessary for the intended purposes? 

Does your entity ensure its AI systems comply with data privacy, security, and 
confidentiality obligations? 

Laws and regulations Does your entity implement a process to ensure AI systems’ ongoing compliance 
with relevant laws and regulations? 

Does your entity regularly review its AI systems to identify and address any 
emerging legal or regulatory risks? 

Education, awareness, 
and transparency 

Does your entity provide training or resources to staff to build skills, knowledge, and 
awareness of the ethical risks associated with AI systems? 

Does your entity implement processes to ensure AI-related training content remains 
current with emerging risks, technologies, and ethical standards? 

Does your entity disclose the use of AI systems to members of the public where the 
system directly engages with them or may significantly affect them? 

Continuous improvement Does your entity regularly review and improve the performance of AI systems to 
ensure they remain effective, accurate, and aligned with their intended purpose? 

Does your entity share lessons learned from AI systems across the entity to support 
continuous improvement? 

Does your entity establish clear mechanisms for managing feedback, complaints, 
and adverse outcomes related to AI system use? 

Source: Compiled by the Queensland Audit Office. 

 

• • •• 
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D. Artificial intelligence governance 
framework comparison 
Across Australia, jurisdictions take varied approaches to artificial intelligence (AI) governance. The 
Queensland Government stands out by mandating the use of ISO 38507 Information technology – 
Governance of IT – Governance implications of the use of artificial intelligence by organizations but, 
unlike some other jurisdictions, has not implemented a whole-of-government strategy or central oversight 
body. 

Figure D1 provides a summary of the frameworks adopted by all Australian states and territories to 
manage the risks associated with AI. 

Figure D1 
AI governance framework comparison 

Area What does it do? QLD NSW VIC WA ACT TAS SA NT 

Whole-of-
government AI 

strategy  

Sets direction, principles, 
initiatives, and governance 

across all government 
entities 

        

AI policy 
Establishes rules for 

implementing and using 
systems responsibly 

   4    1  2  

Central oversight 
committee 

Internal or external review 
body that monitors or 
advises on high-risk 

systems 

        

Mandatory 
international 

standards 

Ensures alignment with 
international best practice 

standards 
        

Prescribed ethical 
principles 

Supports consistent and 
structured ethical 

considerations 
 3         

AI risk assessment 
framework 

Helps entities identify and 
manage potential ethical 

risks 
        

Notes: 
QLD – Queensland; NSW – New South Wales; VIC – Victoria; WA – Western Australia; TAS – Tasmania; SA – South Australia; NT 
– Northern Territory. 
1 The Tasmanian Government has released guidance on AI to establish a consistent baseline approach for entities and provide 

recommendations for responsible AI deployment. 
2 The South Australian Government has implemented a guideline that outlines the limitations and risks of using AI and large 

language models. It also provides guidance to help entities use AI responsibly and safely. 
3 The Queensland Government’s AI governance policy requires entities to evaluate AI systems based on ethical principles of 

transparency and accountability. It does not mandate entities to evaluate against all 8 of Australia’s AI Ethics Principles.  
4 The State Government of Victoria has released an administrative guideline for the safe and responsible use of generative artificial 

intelligence in the Victorian public sector.  

Source: Compiled by the Queensland Audit Office using publicly available information. 
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E. Timeline of recent AI initiatives in 
Queensland and Australia 
Queensland’s response to artificial intelligence has evolved with the rapid advancement of the 
technology, including its expanding ability to perform a wider range of tasks and automate decisions.  

Figure E1 outlines the recent timeline of initiatives by CDSB and developments in AI policy and 
governance across Australia. 

Figure E1 
Recent timeline of AI initiatives at CDSB and nationally 

 
Source: Compiled by the Queensland Audit Office. 

 

Sep 2023 
AI Community of Practice 

established 

2024 
      

2023 
 

2022 
 

2021 2020 2019 

CDSB initiatives 

National initiatives 

Nov 2023 
Data and AI unit and AI Assurance 
Working Group established 

Aug 2023 
Use of generative AI in 

Queensland Government 
guideline published 

Australia's AI Ethics 
Principles published 
Nov 2019 

Voluntary AI 
Safety Standard 
(10 guardrails) 
published 
Sep 2024 

Feb 2024 
QChat launched and 
Queensland joins the 
National AI Assurance 
working group 

National framework for  
the assurance of artificial  

intelligence in government released 
Jun 2024 

Sep 2024 
AI governance 
policy released 
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